Experiments on Unsupervised Text Classification based on Graph Neural Networks
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Abstract Traditional text classification requires labelled data for training the models, but obtaining a sufficient amount of training data is costly and often not practical. Recently, an unsupervised approach to text classification has been proposed, which is based on a novel neural network architecture that represents textual relationships by graphs. The present study reports on an experiment to validate this approach: our model achieves 42.5% in average classification accuracy and outperforms a basic autoencoder baseline with an accuracy of 31.3%.
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1 Introduction

Text classification is a critical language task that can support multiple applications, such as fake news identification, spam detection, sentiment analysis and opinion mining [1]. Recently, supervised deep learning methods have made great progress in text classification tasks. The majority of supervised deep learning methods focus on the design of textual encoder [2][3]. After proper encoding, classification task can obtain high accuracy [4]. These procedures may require mass labeled data (i.e. corpus) to train the deep learning model. However, data in real world is often unlabeled. To label data (i.e. to build a corpus) is costly and inefficient. In order to make natural language processing (NLP) models versatile, the effectiveness of unsupervised models should be explored.

Traditionally unsupervised text classification models use word frequency or spare word vectors to represent text, and then text classification is done according to the features lying in the corresponding representations. These simple representation approaches cannot preserve context. As a result, the text classification performance may deteriorate. To further promote effectiveness, it is necessary to find a contextualization representation without a supervised pre-training encoder.

Auto-encoder (AE) neural networks [5] can generate a powerful automatic representation in an unsupervised manner. On the other hand, graph representation is a better solution to realize contextualization [6]. A common way to convert a text into a graph is to use co-occurrence window (e.g. TextRank [7]). Graph auto-encoder (GAE) neural network is an advanced approach that combines the advantage of AE and graph representation. Nevertheless, GAE can only encode text graph into few dimensions, which may cause insufficient text feature representation to pursue accurate classification. To deal with such a problem, inspired by a task of citation link prediction [8], variational graph autoencoder (VGAE) neural network has been applied to text classification. Unlike conventional graph auto-encoder, VGAE provides a probabilistic manner for representing an observation in the latent space of a text. Thus, the encoder can be formulated to represent a probability distribution for each latent attribute of a text. Upon high-dimensional latent space representation, more accurate unsupervised text classification could be achieved.

In this paper, using the 20newsgroup dataset [9], we have evaluated the effectiveness of VGAE in a text classification experiment. The results suggest that VGAE outperforms state-of-the-art unsupervised deep learning methods, namely, AE and GAE. The code of our work can be found in https://github.com/wcdtom/Underan/.

2 Related Work

Unsupervised text classification has a long history. The basic idea to classify text in an unsupervised manner, in fact, is to cluster texts with similar features. In the early years,
simple features such as word frequency (e.g. TF-IDF [10]) and topic words (e.g. TextRank) have been used.

With the development of deep learning, text can be represented as deep latent features. The state-of-the-art neural network architectures composed by convolutional neural networks (CNNs) or long-short term memory (LSTM) cells cannot represent latent features with semantic relativity unless there is training data. It is because CNN and LSTM cannot naturally support relativity representations. To this end, in supervised learning, graph-based text representation and classification methods have been proposed in recent years. Fu et al. [6] have proposed the GraphRel that uses graph convolutional neural network (GCN) to realize relation extraction. Then, Yao et al. [1] have implemented text classification based on GCN, and achieved the highest accuracy when comparing to CNN and LSTM -based approach.

In unsupervised learning, graph-based text representation and classification have also received much attention. Several studies focus on building more complex graph to describe text. For example, they add special edges to indicate grammatical relation between two vertexes (i.e. words) [11]. Then, they use unsupervised text classification to verify the modified graph representation. Hinton et al. [5] have proposed the epoch-making AE, which enables the unsupervised working manner of the neural network. Kingma et al. [12] proposed the variational autoencoder (VAE) neural network to enable more generative representations. Meanwhile, based on graph-like dataset and utilizing powerful GCN from supervised models, Kipf et al. [13] proposed GAE to do the semi-supervised classification task. Following that, Wang et al. [14] have compared unsupervised text classification under multiple kinds of auto-encoder neural networks. The contrastive results show the limitation of the models of AE, VAE and GAE. Further, Kipf et al. [6] proposed VGAE which combines the advantages of GAE and VAE methods. VGAE has been successfully utilized on citation link prediction. Inspired by Kipf’s work, we want to investigate whether the VGAE performs well in other language tasks. Specifically, the present study considers the task of text classification.

3 Text Classification via VGAE

VGAE inherits the architecture of AE, which includes encoder and decoder parts. The encoder part represents the inputs into latent features. And decoder part uses the latent features to generate the outputs, which can be regarded as the regeneration of the inputs. The learning feedback can be based on the difference between inputs and outputs.

As aforementioned, basic AE can only represent an input into a single point (i.e. usually 2D or 3D). Hence, VAE adds latent variables to the AE. The main idea of “variational” is to restrict the learned parameters from a known distribution. For any sampling of the latent distributions, the decoder is expected to accurately reconstruct the input. The statistical distribution helps to force a continuous, smooth latent space representation. Namely, the values in distributions are near to one another in latent space, which could contribute a more similar reconstruction.

While GAE is a variant of AE, the input of GAE is a graph. The encoder of the GAE is GCN. Using the encoded features of the GCN, output graph can be regenerated via decoder. The procedures of GAE can be described as follows:

$$
Z = \text{GCN}(A, X) \\
\hat{A} = \text{sigmoid}(ZZ^\top)
$$

where, $A$ is the input graph, $X$ is the feature matrix of the nodes in graph $A$ (the specific form of $X$ will be detailed later). The $Z$ is the representations via the encoder. $\hat{A}$ is a regeneration of graph $A$. The learning approaches (i.e. the loss function) of a GAE model can be the cross entropy.

VGAE is a combination of GAE and VAE. The calculation of VGAE is depicted in Fig.1(a). The encoder of VGAE is as follows:

$$
\mu = \text{GCN}_\mu(A, X) \\
\log \sigma = \text{GCN}_\sigma(A, X) \\
q(Z|A, X) = \prod_{i=1}^{N} q(z_i|A, X) \\
q(z_i|A, X) = \mathcal{N}(z_i|\mu, \text{diag}(\sigma_i^2))
$$

where, $\mu$ is the set of each matrix $\mu_i$, $\sigma$ is the set of each matrix $\sigma_i$. A two-layer GCN is defined as:
\[ \text{GCN}(A, X) = \hat{A} \text{Relu}(\hat{A}XW_0)W_1 \]

where, \( \hat{A} = D^{-1/2}AD^{1/2} \) is the symmetrically normalized adjacent matrix, and \( \text{Relu}(\cdot) = \max(0, \cdot) \).

The decoder of VGAE is given as:

\[
p(A|X) = \prod_{i=1}^{N} \prod_{j=1}^{N} p(a_{ij}|z_i, z_j) \quad p(a_{ij} = 1|z_i, z_j) = \text{sigmoid}(z_i^\top z_j)
\]

where, \( a_{ij} \) is an element of the graph \( A \).

The loss function of the VGAE is:

\[
L = \mathbb{E}_{q(Z|A, X)} \left[ \log p(A|Z) - KL[q(Z|A, X)||p(Z)] \right]
\]

The loss function during learning consists of two parts: constructing loss and the latent variable restriction loss. Constructing loss is to measure to what extent the constructed adjacency matrix is similar to the input one; the other loss is to apply KL-divergence [15] to measure how similar the distribution of the latent variable and a normal distribution are.

Upon the VGAE, the procedure of the unsupervised text classification is described in Fig. 1(b). Texts are firstly embedded into graphs. In a single text graph \( A \), words and texts are regarded as a node, and the node feature is a one-hot vector. All the vectors form the text feature matrix \( X \). Matrices \( A \) and \( X \) are inputted into VGAE, then the latent feature \( Z \) is retrieved by the classifier. Text classification is to cluster all the feature matrices. Thus, classifier can be implemented by any clustering method, such as k-means, SVM and spectral clustering [16].

4 Experimental Results

In order to evaluate the effectiveness of VGAE in text classification, we take 18,821 texts in the 20newsgroup dataset as inputs of experiment. After the VGAE training, 16 dimensions of latent feature are obtained. Then the k-means method is selected to classify the texts according to the latent features.

We use classification accuracy as our evaluation measure, which is defined as:

\[
\text{ACC} = \frac{\sum_{i=1}^{n} \delta(c_{\hat{t}_i}, \text{map}({\hat{t}_i}))}{n}
\]

where \( c_i \) is the real label of text \( i, i = 1, 2, \ldots, n \), and \( \hat{t}_i \) is the predictive label of text \( i \). If \( c_i = \text{map}(\hat{t}_i) \), then \( \delta(c_i, \text{map}(\hat{t}_i)) = 1 \). The function \( \text{map}(\cdot) \) indicates a permutation mapping that best matches the predictive clustering labels to real labels.

The training loss (with one-layer model) of the AE, GAE and VGAE are depicted in Fig. 2. It can be found that the training loss of AE reduced very fast. It may be because that the architecture of the model is simple. On the other hand, the GAE and VGAE converge slowly, which is caused by the more complex inner structure of graph neural network.

The ACCs of AE, GAE and VGAE are shown in Fig. 3. Both one-layer model and two-layer model are evaluated. The results suggest that the two-layer VGAE can achieve the highest ACC, and VAE is the next, and both VGAE and VAE are more effective than the basic AE for unsupervised text classification.

5 Conclusion

In this paper, we have verified the effectiveness of VGAE in text classification empirically. In the experiment, we compared VGAE to other two methods, GAE and AE. In terms of accuracy in text classification, VGAE outperforms GAE, which in turn outperforms AE. In addition, two-layer networks outperform their one-layer counterparts for every model.

For future work, we would like to use other datasets to evaluate the VGAE text classification model. Additionally, the fine-tuning on this model can be further investigated.
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