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From eSports Data to Game Commentary:
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Abstract Electronic sports (eSports), the sport competition using video games, has become one of the most popular sporting
events now. The eSports audience needs textual commentaries for deeply understanding the games and for efficiently retrieving
specific games of their interest. Therefore, in this work, we set up an eSports data-to-text generation task and tackle three fun-
damental problems: dataset construction, model design, and evaluation metrics. We first build a data-to-text dataset containing
data records and game commentaries from the a popular eSports game, League of Legends. On this new dataset, we propose
a hierarchical model to address difficulty in handling long sequences of inputs and outputs with an encoder-decoder model.
The hierarchical model sets multi-level encoders for the input data. Besides, we organize and design a new set of evaluation
metrics including three aspects to meet this task’s goal. Experimental results on the new datasets confirm that the hierarchical
structure improves the performance of the model.
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1 Introduction

The benefits of gaming started to be studied and brought to the
attention of the public especially in recent years [21]. eSports, as
known as electronic sports or e-sports, is a form of sport compe-
tition where spectators watch players video gaming [7]. eSports
contests have become one of the most important sporting events
nowadays. For example, the current most popular eSports game,
“League of Legends (LoL),” [5] has more than 100 million monthly
active users, and its latest championship contest named “LoL’s 2020
Season World Championship” is the sports event with the largest
audience in 2020.

Despite the audience’s great enthusiasm in watching the games,
there are various inconveniences during they enjoy the games. The
whole championship contest includes too many individual games.
For example, LoL’s 2019 Season World Championship has more
than 200 individual games, and it is exhausting for most audience to
watch the total set of games. The average time of the games mostly
is over one hour, which is too long for most audience compared to
traditional sports. Also, many audience have trouble in capturing the
game’s highlight points and players’ important moves. This is be-
cause eSports games can usually produce visual content containing
overwhelming information, and it costs people much more effort to
pay attention to the details in eSports games than traditional sports
games.

To fully enjoy watching eSports games and effectively learn play-
ing skills from games played by skillful players, the game commen-

tary is beneficial. However, human-written commentaries usually
meet plenty of disadvantages. For example, human commentators
have low efficiency, and most human-written commentaries lack
details and are not in real-time with the game progress.

To satisfy the audience’s needs and to overcome human commen-
tators’ shortcomings, here we introduce the task named data-to-text
generation for eSports game commentary. The proposed task is to
automatically generate a textual commentary given structured data
of an eSports game. At the dataset level, this work builds a novel
eSports data-to-text dataset to fill the gaps in the current researches.
Besides, the goal of the eSports data-to-text generation is to maxi-
mize the outputs’ correctness, fluency and game-level strategy depth,
and this work will reflect these factors in the design of both method
and evaluation metrics.

In summary, the overall workflow of addressing this new task
includes three main processes: collecting data, deciding the model
structure, and setting evaluation metrics. We will introduce the de-
tailed approaches in the following sections. We first collect both
structured game data and commentaries to build the eSports data-
to-text dataset. Next, we introduce a seq2seq network model as the
baseline of this work, and we discuss several modules to improve its
performance. We also organize and propose a novel set of evaluation
metrics considering the characteristics of eSports data.

In the experiments, we examine the model’s performance through
three aspects including correctness, fluency, and game-level strategy
depth. Experimental results show how well our models work in this
task.



Figure 1: A “CHAMPION_KILL” event. The left column shows a screenshot of the game. The middle column shows its corresponding data
record. The right column shows the human-written game commentary.

Below are the three main contributions of this paper:

• This work provides the first data-to-text dataset for eSports
game.

• This work contributes to a new understanding of multimodal
processing between structured data and natural language.

• At the eSports development level, this work can enable many
applications to help audience understand games better and assist
eSports commentators.

2 Related Work

The introduction of deep learning has improved the performance
of multimodal processing and natural language generation tech-
niques [11]. In this section, we will compare our task with other
types of sports game data-to-text generation tasks and address the
differences between them.

a ) Game video summarization
The game video summarization is to capture key pictures [15] or

to produce textual summaries [17] based on a game video to provide
a quick way to overview the game’s full content. These works are to
explore the multimodal processing between visual and textual infor-
mation, while ours is between structured data and texts. In addition
to the different data modalities, the core difference between sum-
mary generation and our work is that we consider factors besides
only describing the game, such as comments on the gameplay and
player skills.

b ) Data-to-text generation for sports games
Some researchers work on the RotoWire [22] dataset, which fo-

cuses on transcribing NBA basketball game data into textual doc-
uments. The essential difference between NBA and LoL games is
that the basketball data only records certain key values (score, player
number, win and lose, etc.), while eSports data provides much more
details of the game. The large-scale eSports data provides both
potentials and challenges for automatic processing.

c ) Data-to-text generation for board games
Another popular research topic in the data-to-text generation area

is concerning shogi or chess games. For such turn-based 2-player
board games, the latest studies focus on generating a game commen-
tary with individual move expressions [12, 14]. One feature which
eSports and chess-like games have in common is that they can both
restore a game from the game data. Nevertheless, in shogi games,
the data is recorded based on states of turns, while in eSports games,
it records periods of actions. This is the essential difference between
turn-based games and real-time games, and it leads to the fact that
the size of eSports data is significantly larger and more challenging
than these board games.

3 eSports Data-to-text Task

In this work, we focus on generating game commentary from
structured eSports data records. This section discusses the task
settings and evaluation metrics.

3. 1 Task Settings
The input of this task is data records of the eSports game LoL. The

output of this task is a natural language text representing the data.
Figure 1 shows an example of the data format. Detailed information
of the data format is introduced later in Section 4.

3. 2 Evaluation Metrics
This task’s goal is to maximize the outputs’ correctness, fluency

and game-level strategy depth. Therefore, we have designed a spe-
cific set of evaluation metrics to follow these requirements.

a ) Correctness
Correctness aims to measure whether the model produces er-

roneous contents and how accurate the output is to describe the
game content. Therefore, we first set the word-level accuracy to
count how many words in the generated output are also appear-
ing in the reference output. Specifically, this score is calculated
by: accuracy = correct word count in output

output vocab size . Also, since the events of
a game are in chronological order, we should consider examining



event ordering as another aspect of correctness. Approaches to bas-
ketball data-to-text generation have introduced the method analyzing
how well the system orders the records discussed in the description
by measuring the normalized Damerau-Levenshtein distance [2,18],
and we will apply such metric in future work.

b ) Fluency
Fluency aims to measure how fluent the generated output is and

how easy the readers are to understand its content. Similarly to
other subjects of natural language generation such as machine trans-
lation, here we calculate the BLEU score to meet the fluency eval-
uation [16]. BLEU is to measure how close the generated output
is to the reference output by computing n-gram similarity. BLEU’s
output is always a number between 0 and 1. This value indicates
how similar the output is to the reference output, with values closer
to 1 representing more similar texts. We also calculate the perplexity
to measure the fluency of the language model [10].

c ) Strategy
The above two evaluation metrics can conclude essential qualities

of an eSports game commentary. However, people also want the
output to get a better depth of thought. In other words, besides
describing the game correctly and frequently, it is better to present
the game situation and players’ intentions. For example, an output
like “Player 1 uses Skill A at 10 minute” can be both correct and
easy to understand while “Player 1 uses Skill A to avoid his enemies
and change his position for the upcoming fight” is a higher-quality
answer to most people. Therefore, the game-level strategy should be
introduced to measure how much the model reflects these high-level
contents. It is, however, difficult to design automated metrics to
decide game-level strategy. Hence, we will apply human evaluation
in future work for better understanding. Besides, human evaluation
can help evaluate correctness and fluency.

4 Building eSports Data-to-text Dataset

The first contribution of this work is to construct an eSports data-
to-text dataset. In this section, we first introduce the basic rules
of the target game, League of Legends (LoL). We then discuss the
methods of extracting and organizing the data from this game.

4. 1 Basic Game Rules
Most eSports games such as LoL are applying the multiplayer on-

line battle arena (MOBA) mechanism. MOBA game is a subgenre
of strategy video games in which each player controls a single char-
acter with a set of unique abilities that improve over the course of a
game and which contribute to the team’s overall strategy [3].

In each LoL game, there are two teams compete in the certain map
as shown in Figure 2. Each game team has five players, and each
player controls a game character (“champion”) with their unique
abilities. Both teams’ goal is to destroy the opponent’s “nexuses
(bases)” while protecting themselves. Also, the champion can kill
units and destroy buildings to earn resources and improve their abil-
ities by purchasing items and upgrading abilities.
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Figure 2: Game map in LoL. The yellow lines are the “lanes” where
the action is focused. The blue and red dots are the “buildings” or
“turrets” of two teams. The green field is the jungle area which
produces jungle monster resource. The two light-colored areas are
the teams’ “nexuses (bases)” which encompass the blue and red cor-
ners, the structures upon which destruction results in victory. Other
details including the shops, rivers and epic monsters are omitted in
the map.

In conclusion, LoL games have many game terms and elements.
Compared to other traditional sports games, the LoL mechanism is
much more complex on game duration, play skills, complexity of
rules, and many other aspects. These factors are obstacles of the
data-to-text generation task.

4. 2 Data Extraction
Unlike the basketball data-to-text dataset such as RotoWire, in

eSports games, it is workable to record every single move of each
player, including the mouse movement and keyboard click, and such
records are provided by the LoL official API site [6]. In other words,
from LoL data, we can strictly replay the entire corresponding game,
which is impossible in traditional sports games such as basketball.
This is one of the essential differences between eSports and tradi-
tional sports games.

Nevertheless, the complete eSports data have duplicate informa-
tion, and this large data size is a heavy burden for storage and the
following processing. For this reason, we have explored the official
API documents and have chosen another data type named “event-
based data frame.” In this data frame, it only records the game
events in individual games, where an event is defined as an update of
certain game status by the game API, and Table 1 presents selected
example events and their corresponding definitions. Overall, the
data of each game is stored in a JSON-like file. The data record in
Figure 1 presents how the example CHAMPION_KILL game event
is stored in this file.

The above contents have introduced the method to extract input
data. As for the output data, which is textual game commentaries in



Event type Definition

item_purchased The player purchases an item from the shop
item_sold The player sells an item to the shop
item_undo The player undoes an item related action
item_destroyed The item is destroyed
building_kill The team destroys an enemy building
champion_kill The player’s team kills an enemy champion
skill_level_up The player upgrades its champion’s ability
ward_placed The player places a ward (a special item) on

the game map
ward_kill The player kills a ward
elite_monster_kill The player’s team kills an elite monster

Table 1: Examples of the event types in the data records and their
corresponding explanations.

# games 3,490
# event types 10
Avg. input length (# words) 540.47
Avg. output length (# words) 374.68

Table 2: Statistics of eSports data-to-text dataset (after pre-
processing).

this work, we use contest videos’ subtitles extracted from the contest
video website to present comments made by human experts.

In addition, especially in this work, we choose to use game data
from LoL’s 2019 Season World Championship. Game data from
other annual competitions will be considered for use in future work.

4. 3 Data Pre-processing
a ) Data Splitting
Statistical results on our collected data shows that the average

length of the input structured data is over 30K words and the average
length of the output commentaries is over 10K words. This length is
much greater than other data-to-text generation tasks, and this leads
to the problem that using too long sequences can adversely affect
both memory consumption and training process. For this reason,
we also prepare a modified version of this dataset, in which we split
individual games into 20-40 segments based on their game duration.
Our following experiments and discussions are all based on this
modified dataset. We will publish both these versions for research
purposes. The final dataset contains 3,490 data-commentary pairs,
whose size is comparable to the RotoWire dataset [22]. Table 2
shows the detailed dataset statistics.

b ) Data Linearization
We also consider the structural difference between the input data

(in JSON-like format) and plain natural language texts. To reduce
or prevent the impact of this structured format on training, we also
linearize the input data in natural-language-like style. The following
shows an example of how we linearize the JSON-like data as shown
in Figure 1:

Figure 3: Hierarchical Transformer encoder. The low-level encoder
works on each event independently to encode each word of the event.
The high-level encoder encodes the collection of events in the game.

CHAMPION_KILL|type 191394|timestamp {x:4511,y:13554
}|position 1|killerId 6|victimId [2,3]|assistingParticipantIds

The names of the attributes are transformed as part-of-speech
(POS) tags [8] and values are rewritten as natural language words.
Still, we will publish two versions of the dataset for both input data
formats.

5 Generating Game Commentary from eSports
Data Records

This section introduces the specific neural network architectures
used in this work, including the baseline model and several advanced
modules and methods.

5. 1 Encoder-decoder Model
This work has applied a seq2seq network model as the base-

line [19]. In specific, the model follows the encoder-decoder archi-
tecture [1]. The encoder takes game data as input and convert it
into fixed length vector. The decoder then transforms it into output
sequence. We use Transformer encoder and RNN-based decoder
(such as LSTM [9] or GRU [4]) in this work although related ap-
proaches use RNNs as both encoder and decoder. This is because
RNNs require their input to be fed sequentially, while in this task, the
input is a collection of entities. RNN encodes unordered sequences
by implicitly assumes an arbitrary order, and it can significantly im-
pacts the learning performance [20]. On the other hand, since the
output commentary in this task is in natural language form, we keep
using LSTM decoders.

5. 2 Hierarchical Encoder
As we have introduced in the dataset construction section, a very

important feature of the input data is the event-based frame. There-
fore, unlike normal natural language text in which every word is ar-
ranged sequentially, the game data has a distinctive 2-level structure.
In specific, the game data of each individual game is composed of a



Figure 4: Visual result of selected game moment and its commentary. The left screenshot shows a BUILDING_KILL event. The core event
is that the main player’s champion is away from his teammates and farming to destroy the building alone. The right column shows the ground
truth commentary and the generated output.

Figure 5: Visual result of selected game moment and its commentary. The left screenshot shows a CHAMPION_KILL event. Core event of
this moment is that the main player’s champion is killed by his enemy team. The right column shows the ground truth commentary and the
generated output.

set of events, and each event is composed of hundreds of key-value
pairs (or word and POS tag pairs in the modified dataset version).
This leads to the problem that the flat Transformer encoder cannot
capture detailed semantics inside each data record, which may cause
a large amount of information loss. For this reason, we exploit
the hierarchical encoder [13, 18] architecture to replace the original
Transformer encoder model.

The hierarchical encoder applies a low-level encoder and a high-
level encoder, corresponding to words inside an individual event and
events of a game. In other words, the low-level encoder is supposed
to encode a collection of contents belonging to the same event record;
and the high-level encoder is to encode the whole set of records as
usual.

6 Evaluation

The dataset used in our experiments is the eSports data-to-text
dataset as previously introduced with Section 4. An additional
preprocessing is that we reduce the vocabulary size to 50,000 to

Method Accuracy BLEU Perplexity

Encoder-decoder (baseline) 89.13 56.2 1.42
+hierarchical (proposed) 91.30 56.8 1.32

Table 3: Evaluation on eSports data-to-text dataset. BLEU score,
word-level accuracy, and perplexity recorded.

prevent low-frequency words from affecting the training. The out-
of-vocabulary words are marked as unknown words.

In this work, we set the word embedding size (vector dimension)
as 600. For encoder and attention, we use the hierarchical archi-
tecture as introduced in Section 5. 2; for decoder, we use a LSTM
network with 2 layers and 0.5 dropout. The maximum batch size for
training is set to 4. Training is stopped after 30,000 steps. Starting
learning rate is set to 0.001, and since the 10,000th step learning rate
is decayed to 0.0005.

Current experimental results are listed in Table 3. The hierarchical



model performs better than the baseline encoder-decoder model.
Figure 4 shows one game screenshot and its corresponding com-

mentaries produced by both human commentators and the machine.
The generated output is correct about the core content “the player is
farming alone to take the enemy building down.” However, the gen-
erated output still contains hallucinations and repetition. Also, the
human commentators makes a joke about this game event (“every-
one else rolled their characters on the PvP server, Jackie love rolled
on PvE”), which is rather difficult for the machine to reproduce.

Figure 5 shows another example of a “CHAMPION_KILL” game
event. Although the generated output is correct about the core con-
tent, it still contains an unknown word and makes a wrong comment
on the teams’ moves (“FBX may be trying to get some value” is a
wrong comment). These are potential problems to be tackled in
future work.

7 Conclusion and Future Work

This work has introduced the novel task named data-to-text gen-
eration for eSports game commentary, aiming at generating textual
commentaries given structured eSports data. The automatically
generated commentaries are easier to achieve higher efficiency and
accuracy than human commentators. This work has finished the
overall workflow containing building a novel dataset, designing the
baseline network model and its improved modules, and designing
corresponding evaluation metrics to meet this task’s goal. In addi-
tion, we note that our approach can still produce erroneous outputs,
so we are planing to finish additional modules to give the solution.
We will also finish collecting human evaluation scores to get better
understanding of the model.
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