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Abstract For entity and relation extraction tasks in the general domain, joint models have achieved state-of-the-art

performance. Despite their success in the general domain, joint models have not been applied to extract clinical

entities and relations. In this paper, we aim to employ a joint model to extract entities and their relations in clinical

records. Inspired by the success of pre-trained language models (e.g., BERT) in many NLP tasks, we use the BERT

models pre-trained on a biomedical dataset to integrate a joint model for clinical entity and relation extraction.

We conducted experiments to evaluate our method on the clinical dataset of the 2010 i2b2 challenge. The results

demonstrated the effectiveness of the BERT-based joint model.
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1 Introduction

With the development of hospital information systems,

medical institutes have begun to use electronic medical

records (EMR) to track patient’s conditions (e.g., diagno-

sis and treatment information). The wide adoption of EMR

has produced large amounts of digital text concerning pa-

tients. Correspondingly, the importance of natural language

processing (NLP) techniques in medical fields has radically

increased, since they can process clinical texts and obtain

knowledge that may assist precise and timely treatments.

This paper focuses on extracting entities and their rela-

tions from the narrative texts of clinical records. The goal

of the entity and relation extraction is to discover relational

structures of entity mentions from unstructured texts. It

is a crucial step in building a knowledge graph and also be

helpful to question answering.

The methods of entity and relation extraction can be clas-

sified into two major categories: (1) pipeline method [1], [17]

and (2) joint method [13], [16]. The pipeline method first ex-

tracts the entities, and then recognizes their relations. This

separated framework makes the task easy to deal with. How-

ever, it ignores the relevance between the two sub-tasks since

each sub-task has an independent model. The results of

entity recognition may affect the performance of relation

classification and lead to erroneous delivery. On the other

hand, recent studies propose to use joint models for en-

tity and relation extraction [13], [16]. It helps to relieve the

aforementioned erroneous delivery issues and has achieved

state-of-the-art performance on general domains (e.g., news,

Wikipedia articles).

Despite the success of the joint model in the general do-

main, joint models have not been applied to extract clinical

entities and relations. In this paper, we employ a joint model

to extract entities and their relations in clinical records. In-

spired by the success of pre-trained language models (e.g.,

BERT) in many NLP tasks [6], we use the BERT model pre-

trained on a biomedical dataset to integrate a joint model for

clinical entity and relation extraction. We evaluate the the

effectiveness of the proposed method on the clinical dataset

of the 2010 i2b2 challenge. The results show that our BERT-

based joint model outperforms previous work and achieve

higher F1 scores.

The remainder of this paper is organized as follows. Sec-

tion 2 introduces the related work of named entity recogni-

tion and relation extraction. Section 3 explains the proposed

method. Section 4 presents the experimental settings and re-

sults analysis. Section 5 concludes this paper and outlines

future work.

2 Related work

In this section, we first present some previous work on en-

tity and relation extraction in the NLP field. Since our work

focuses on extracting entities and their relations from clinical



texts, we also present related work on clinical entity recogni-

tion and relation extraction. Entity and relation extraction is

a fundamental task in NLP. There are two main frameworks

to deal with this task: the pipeline method [2], [7], [8] and

the joint learning method [3], [15], [16]. The pipeline method

treats this task as a pipeline of two sub-tasks, i.e., named

entity recognition (NER) and relation classification.

2. 1 Pipeline method for entity and relation ex-

traction

The NER is the first sub-task in the pipeline method of en-

tity and relation extraction. Early NER was mainly based on

statistical machine learning methods, such as Hidden Markov

Network [22], Maximum Entropy Model [24], Support Vec-

tor Machine [23], etc. In recent years, with the advance of

deep learning, neural network models such as CNN+CRF [5]

and RNN+CRF [14], [27] have also been proposed for NER.

These neural network models no longer rely on manually

constructed features. They automatically learn semantic fea-

tures of texts and achieve state-of-the-art results on multiple

benchmark datasets. In more recent years, the emergence of

BERT [19] has greatly improved the NER accuracy.

The relation extraction is the second sub-task. Early work

on relation extraction mainly relies on manual feature en-

gineering. Similar to NER, with the development of deep

learning techniques, some methods based on CNN [21], [26]

and RNN [12], [14] have been proposed for relation extrac-

tion. These neural network models can better deal with

sentence-level feature extraction. With the emergence of

BERT model, the BERT-based method have achieved state-

of-the-art results [19].

2. 2 Joint of entity and relation extraction

The joint learning method is expected to simultaneously

extract entities and their relations from texts. Early joint

models require manually designed features [9] or the existing

NLP tools (e.g., POS taggers) [9], [20]. For example, [15] pro-

posed a method of fusing sequence information and depen-

dency tree information and adding it to the neural network.

In addition, [10] introduced a pointer decoding method based

on Bi-LSTM. [28] proposed a new annotation framework to

combine named entity recognition and relation extraction

tasks. However, these methods can not solve the problem of

one entity corresponding to multiple relations. [4] proposed a

joint neural network model to overcome the aforementioned

issues and to automatically perform end-to-end relation ex-

traction without the need for any manual feature engineering

or the use of additional NLP components. This method re-

garded relation extraction as a multi-head selection problem.

In other words, any entity may have one or more relations

with other entities.

2. 3 Clinical entity recognition and relation ex-

traction

In the field of clinical NLP, there is less related work on

clinical entities and relations extraction using joint models.

Most previous studies regard this task as two independent

tasks. Some methods only focus on one of these two tasks,

i.e., clinical entity recognition or relation classification given

clinical entities. For instance, the i2b2 challenge provided

the clinical dataset and proposed two tasks of clinical entity

recognition and relation classification separately [25]. Thus,

most research using this dataset only focused on a single

task of NER or relation classification. Recently, [19] pro-

posed a benchmark to evaluate various NLP tasks in the

biomedical field. This work provided four BERT models that

were trained using biomedical corpus, including PubMed and

MIMIC-III. Inspired by the best performance of biomedi-

cal BERT models on various NLP tasks in the biomedical

field, we integrate these biomedical BERT models into a joint

model for clinical entity and relation extraction.

3 Proposed method

In this section, we introduce our BERT-based joint model

for clinical entity and relation extraction. We follow the

previous work [4] which proposed a joint neural model that

formulates the relation extraction as a multi-head selection

problem. The core of the multi-head selection method is

that any particular entity may be involved in multiple rela-

tions with other entities. By using the multi-head selection

method, we can deal with the problem of overlapping rela-

tions. Since a clinical entity may be involved in multiple

relations with other entities (e.g., a treatment entity may

cause multiple medical problems), we utilize the multi-head

joint model to extract clinical entities and their relations.

Besides, inspired by the good performance of BERT model

on NLP tasks, we propose to leverage pre-trained biomedical

BERT model as the encoder and fine-tune it with multi-head

joint model for clinical entity and relation extraction.

Our model consists of a pre-trained BERT as an encoding

layer, a CRF layer for clinical entity recognition, and a sig-

moid layer for relation extraction, which is shown in Figure

1.

3. 1 BERT-based encoding layer

BERT is a multi-layer bidirectional transformer based lan-

guage representation model [6], which is pre-trained on a

large unlabeled corpus and can be fine-turned on various

NLP tasks, such as word segmentation, and sentiment analy-

sis. Since our work focuses on entity and relation extraction

in the clinical domain, we use a BERT model pre-trained

on biomedical field databases PubMed and MIMIC-III [19]

as the encoding layer of our model to extract features. As
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Figure 1 The BERT-based multi-head joint model for clinical entity and relation extrac-

tion

a comparison, we also use the BERT model proposed by

Google as the encoding layer of our model, which is pre-

trained on BookCorpus and English Wikipedia [6].

3. 2 CRF for clinical entity recognition

A CRF layer is added to the BERT model for NER. The

word embeddings obtained from BERT model are used as

the input of the CRF layer. As the output of CRF, we pre-

dict the probability of the entity category label to which the

current word may belong. When in training mode, we use

the label of the actual entity as the input for the next step.

When in predicting mode, we use the predicted label as the

input for the next step.

3. 3 Sigmoid layer for relation extraction

In the relation extraction part of the joint model, the rela-

tion extraction is regarded as a multi-head selection problem.

Each word may have multiple relations with other words.

The input to the sigmoid layer here is the combination of

the word embeddings of the output of BERT model and the

vectors of labels that are generated by the CRF layer. The

output is the predicted tuple < y, c >, where y represents

the head vector, and c is the vector of the corresponding

relations for each token.

4 Experiments

4. 1 Dataset

We used the clinical dataset provided by i2b2/VA 2010

challenge 1. The original dataset consists of 871 discharge

1：https://www.i2b2.org/NLP/DataSets/Main.php

summaries including 394 training data and 477 test data.

However, part of the original dataset is not available to the

public. We can only download a subset of the original dataset

from the website of the i2b2/VA 2010 challenge. The ava-

iable dataset consists of 426 discharge summaries including

170 training data and 256 test data. This dataset contains

three types of clinical entities (i.e., medical problem, test,

and treatment) and eight types of relations, which are shown

in Table 1 and Table 2.

Table 1 Three types of clinical entities

Catagory

Medical problem

Test

Treatment

Example 1 Hypertension (problem) was controlled on

hydrochlorothiazide (treatment).

Example 2 An echocardiogram (test) revealed a peri-

cardial effusion (problem).

Table 2 Eight types of relations between clinical entities

Catagory Description

TrIP Treatment improves medical problems

TrWP Treatment worsens medical problems

TrCP Treatment causes medical problems

TrAP Treatment is applied to medical problems

TrNAP Treatment is not applied to medical problems

TeRP Tests reveal medical problems

TeCP In order to prove medical problems, need to be

checked

PIP The relation between medical problems



In our experiments, we mixed the 170 training data and

256 test data downloaded from the website of the i2b2/VA

2010 challenge. Then, we randomly split it into training,

validation, and test datasets with a ratio of 3:1:1. We have

made statistic information of entities and relationships in the

experimental dataset that are shown in Table 3 and Table 4.

4. 2 Implementation details

We developed our model by using the PyTorch [18]. In the

training process, we performed using the Adam optimizer [11]

with a learning rate of 10−3. We experimented with a tanh

activation function. As a comparison with our method that

uses BERT, we conducted experiments using Bi-LSTM as

the encoding layer. When using the LSTM-based model for

training, we used the 200-dimensional word embeddings for

this dataset. We set the size of the LSTM as 300. And both

of train batch and evaluation batch were set as 32. When

using the BERT-based model for training, we keep the hy-

perparameter correspond as before.

We conducted experiments using three different BERT

models: 1) BERT(Books+Wiki) is the ’BERT-base-uncased’

model, which was released by Google [6]. It was pre-trained

on BookCorpus and Wikipedia articles. 2) BERT(PubMed)

was released by [19]. This BERT model was initialized with

pre-trained BERT provided by Google. Then, it continued

to be pre-trained using the PubMed abstracts, which is a

biomedical domain corpus. 3) BERT (PubMed+MIMIC)

was also released by [19]. Similar to the second BERT model,

this model was initialized with pre-trained BERT provided

by Google. Then, it continued to be pre-trained using the

PubMed abstracts and MIMIC-III clinical notes. We obtain

the best hyperparameters after 45 to 130 epochs. We select

the best epoch according to the results in the validation set.

4. 3 Evaluation metrics

We defined that an entity is considered correct if only the

boundaries of the entity are correct (entity type is not con-

sidered), a relation is correct when the type of the relation

and the argument entities are both correct. The experimen-

tal results are evaluated by using precision, recall, and F1

score, which are shown as follows:

Precision =
true positive

true positive + false positive
(1)

Recall =
true positive

true positive + false negative
(2)

F1 =
2× precision× recall

precision + recall
(3)

4. 4 Results

Table 5 shows the precision, recall and F1 scores for named

entity recognition and relation extraction tasks using the Bi-

LSTM multi-head joint model and the BERT-based multi-

head joint model. Both in the task of named entity recog-

nition and relation extraction, the BERT-based models are

better than the Bi-LSTM models. In addition, by compar-

ing the results of using three different BERT models, we can

see that the BERT model that is pre-trained on PubMed

and MIMIC-III performs better than the BERT model pre-

trained only on PubMed. And both of these two biomedical

models perform better than the BERT model which is pre-

trained on BooksCorpus and English Wikipedia [6].

5 Conclusion

In this paper, we proposed a BERT-based joint model for

clinical entity and relation extraction. We compared the re-

sults of using Bi-LSTM and BERT as the encoding layer of

multi-head joint model. In addition, we conducted exper-

iments by using the BERT models in the general domain

and the biomedical domain. The results showed that the

biomedical BERT-based joint model achieved the highest F1

score. In the future, we will evaluate our proposed method

on other clinical datasets, and further improve the accuracy

of our method based on the BERT model.

References

[1] N. Bach and S. Badaskar. A review of relation extraction.

Literature review for Language and Statistics II, 2:1–15,

2007.

[2] G. Bekoulis, J. Deleu, T. Demeester, and C. Develder. Re-

constructing the house from the ad: Structured prediction

on real estate classifieds. In Proceedings of the 15th Confer-

ence of the European Chapter of the Association for Com-

putational Linguistics: Volume 2, Short Papers, pages 274–

279, 2017.

[3] G. Bekoulis, J. Deleu, T. Demeester, and C. Develder.

An attentive neural architecture for joint segmentation and

parsing and its application to real estate ads. Expert Sys-

tems with Applications, 102:100–112, 2018.

[4] G. Bekoulis, J. Deleu, T. Demeester, and C. Develder. Joint

entity recognition and relation extraction as a multi-head se-

lection problem. Expert Systems with Applications, 114:34–

45, 2018.

[5] R. Collobert, J. Weston, L. Bottou, M. Karlen,

K. Kavukcuoglu, and P. Kuksa. Natural language process-

ing (almost) from scratch. Journal of machine learning re-

search, 12(ARTICLE):2493–2537, 2011.

[6] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova. BERT:

Pre-training of deep bidirectional transformers for language

understanding. In Proceedings of the 2019 Conference of the

North American Chapter of the Association for Computa-

tional Linguistics: Human Language Technologies, Volume

1 (Long and Short Papers), pages 4171–4186, 2019.
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