A Multi-agent Reinforcement Learning Approach Towards Congestion-aware Route Recommendation for Tourists
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Abstract Route recommendation is an essential part of e-tourism, significantly promoting the booming of the tourism industry. Many models have been proposed to formalize the route recommendation problem and achieve promising results. Most of the existing models take only one tourist into account. They may raise the selfish issue, which causes the congestion problem of the optimal solution path when multiple users use the system simultaneously. This work defines a multi-user route recommendation problem and proposes a multi-agent reinforcement learning approach with a dynamic reward mechanism to tackle it. According to the preliminary experiment results, our method can significantly improve total tourists’ rewards.
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1 Introduction

Nowadays, tourism becomes not only an important choice for personal relaxation but also an essential industry component of the regional economy. According to the statistics from the World Tourism Organization (UNWTO) [1], the direct economic contribution of tourism is estimated at US$ 1.9 trillion in 2021 well below the pre-pandemic value of US$ 3.5 trillion. Even with the impact of the epidemic, the number of foreign tourists to Japan in 2020 still reached 3.9 billion, see Figure 1 [2]. The increasing tourists not only brings huge economic benefits but also brings congestion problems for the spots and the cities where they are located.

Many touring route recommendation models has been proposed [3–5], aiming to plan the optimized route for a single tourist and they can really achieve promising performance for single tourist’s request. There is a problem that may put the tourists into a prisoner’s dilemma [6]: The touring route recommendation model recommends the optimized route to every single tourist based on the static information. If there are enough tourists who have the same request, and they get the same recommended route from the touring route recommendation model, it will inevitably bring great pressure to both of the spots and the traffic, and make tourists themselves stacked into congestion.

Figure 1 Trend in the number of international tourists

Figure 2 The existing models cannot handle the multi-user situation.

Since the existing tasks [7–13] are designed for single tourist, it is logical that they did not introduce a dynamic reward function based on congestion. According to [14], the congestion of spots in this
period has a significant negative impact on the number of tourists in the next period, which may be due to the decline in tourist experience caused by the congestion. There is an illustration describing the problem shown in Figure 2.

For tourists, each of them is selfish and the only thing they concern is how to find a route that meets their own conditions and can maximize the gains for themselves. On the other hand, for local governments, they hope to maximize the sum of all tourists’ revenue to promote the development of local tourism. Under normal circumstances, the aforementioned two targets are not contradictory, but when many travelers cannot communicate with each other when they making decisions and only consider their own gains, it may cause a situation where both tourists and local government suffer: though both tourists and local government hope to get high tourist gains, and the recommendation model also recommends routes for tourists based on their requests, but actually both tourists and local government can only get poor gains because of congestion.

In this paper, we introduced a novel congestion-aware touring route recommendation task. In most of the existing route recommendation tasks’ settings, there is only single tourist and no capacity limitations for spots, which can not meet the real sightseeing circumstances. The congestion-aware touring route recommendation task aims to fill the aforementioned gap. Several tourists start at their start location. Each of them must visit the start spot first and the end spot last, and try to visit as many spots as possible within a prescribed time budget. The spots are limited in capacity and congestion of the spot affects the reward of visiting the spot. The aim of the congestion-aware aware routing route recommendation problem is to maximize the total reward of all tourists. We denote the Congestion-aware Touring Route Recommendation problem by CTRR.

As the first step to congestion-aware routing route recommendation, we propose MARLRR model, a Multi-Agent Reinforcement Learning method for touring Route Recommendation. We evaluate the proposed model using the total static reward and the total dynamic reward of all the tourists. Our model improves the total dynamic reward by over 50%, at the cost of less than 5% loss of on total static reward. Figure 3 illustrates the effectiveness of the proposed model in avoiding congestion.

We proposed a non-linear reward-congestion function according to a tourism economic model, which is able to reflect the function between tourist gains and possible spot congestion well when tourists visiting attractions.

We combined simulated environments with real-world statistics during training and testing, which significantly improves the applicability of our proposed model.

2 Related Works

The orienteering problem (OP) [7] is defined as follows: Given \( n \) nodes in the Euclidean plane each with a score \( s(i) \geq 0 \) [note that \( s(1) = s(n) = 0 \)], find a route of maximum score through these nodes beginning at 1 and ending at \( n \) of length (or duration) no greater than the time budget \( T_{\text{max}} \).

The team orienteering problem (TOP) [9] extends the single-competitor version of OP to a multi-competitor version. A team consisting of several competitors starts at the same point. Each member of the team tries to visit as many control points as possible within a prescribed time limit and then ends at the finish point. Once a team member visits a point and gets the reward, other team members can not be awarded anymore for visiting this point. Each member of a team has to select a subset of control points to visit so that there is minimal overlap in the points visited by each member of the team, the time limit is not violated, and the total team score is maximized. But TOP is not like the ordinary multi-agent task. The relationship between a competitor and other competitors in TOP is more like the relationship between the competitor and its avatars. There is only cooperation and no competition between the competitors. They work together to complete the work of the single competitor in the OP.

The vehicle routing problem (VRP) [11]: Let \( G = (V,A) \) be a directed graph where \( V = \{0, \ldots, n\} \) is the vertex set and \( A = \{(i,j) : i, j \in V, i \neq j\} \) is the arc set. Vertex 0 represents the depot whereas the remaining vertices correspond to customers. A fleet of \( m \) identical vehicles of capacity \( Q \) is based at the depot. The fleet size is given a priori or is a decision variable. Each customer \( i \) has a nonnegative demand \( q_i \).

The diverse profit variants of the classic OP change the united fixed profits of spots to different values. The orienteering problem with variable profits (OPVP) [15]: The underlying assumption is that the collection of scores at a particular node require either a number of discrete passes or a continuous amount of time to be spent at that node. The collected score on node \( i \) depends on an associated collection parameter \( \alpha_i \in [0, 1] \). Both proposed discrete and continuous models [15] are formulated as a linear integer programming model and a non-linear integer programming model, respectively. It is shown that the discrete model can be solved for instances with up
to 200 nodes within 2 hours of computational time. On the other hand, the continuous model requires more computation time, for instances with 75 nodes.

The team orienteering problem with decreasing profits (DP-TOP) [16] extends TOP into version with decreasing profits. The profit of each node is a decreasing function of time. Due to the complexity of the problem, the Column Generation approach (CG) is introduced to reformulate and calculate the lower and upper bounds of the initial DP-TOP integer programming model. Evolutionary Local Search (ELS) is also proposed to solve the problem. TOP benchmark instances [9] are modified by adding the variable profits to the nodes. Almost all instances can be solved optimally by CG with the cost of computational time, while the ELS is less competitive in terms of the quality of solutions.

Multi-agent Orienteering Problem (MOP) is a multi-agent planning problem where individual agents are self-interested and will interact with each other when they arrive at the same node simultaneously. [17] studies the MOP with Time-dependent Capacity Constraints (MOP-TCC). Due to the capacity constraint, each node can only receive a limited number of agents at the same time. If more agents are present, all agents will have to wait due to some queueing time. Therefore, the main focus is to identify a Nash equilibrium where individual agents cannot improve their current utilities by deviation. The problem is formulated as an integer programming model and a game-theoretic formulation. They propose two solution approaches: a centralized approach with Integer Linear Programming (ILP) that computes the exact global solution and a variant of the Sampled Fictitious Play (SFP) algorithm [18] that efficiently identifies equilibrium solutions. However, the first approach does not scale well and can only solve very small instances. The computational experiments show the ability of finding the equilibrium solutions in randomly generated instances.

The selfish OP (SeOP) [19] models the problem of crowd congestion at certain venues as a variant of the OP, whose main issue is how to provide route guidance to multiple selfish users (with budget constraints) moving through the venue simultaneously. SeOP combines OP with Selfish Routing (SR), which is a game between selfish agents looking for minimum latency paths from source to destination along edges of a network available to all agents. Thus, SeOP is a variant of MOP, where agents have selfish interests and individual budget constraints. As with Selfish Routing, Nash Equilibrium as the solution concept in solving SeOP is employed. [19] proposed DIRECT, an incremental and iterative master-slave decomposition approach to compute an approximate equilibrium solution. Similar to existing flow based approaches, DIRECT is scale-invariant in the number of agents. A theoretical discussion of the approximation quality and experimental results clearly show that the non-pairwise formulation achieves the same solution quality as the pairwise one using a fraction of the number of constraints and the master-slave decomposition achieves solutions with an adjustable approximation gap using a fraction of the full path set.

There is no existing model considers the impact to tourists’ experience caused by the congestion of spots and assumes that the profits of tourists visiting spots are related to the degree of congestion of spots, which can better conform to reality. Our proposed congestion-aware touring route recommendation task fills this gap.

3 Methodology

3.1 Preliminary

We give the definition of the problem of touring route recommendation with dynamic reward as Definition 1 and the meanings of the symbols in Definition 1 is shown in Table 1:

Definition 1. Given a set of $N$ spots:

$$S = \{s_1, \cdots, s_N\}, \text{ where } s_n := \{l o c_n, t_h n, c_n, n u m_n, r_{n, \max}, r_{n, \min}\}.$$

A set of $M$ agents:

$$\mathcal{A} = \{a_1, \cdots, a_M\}, \text{ where } a_m := \{T_m, l o c_{m, \text{start}}, s s_m \in S, s e_m \in S\}.$$

The commuting time cost of agent $a_m$ between spot $s_i$ and spot $s_j$ is defined as:

$$t_{m}^{ij} = L_{v}(l o c_i, l o c_j) = \sqrt{(l o c_{i}^2 - l o c_{j}^2)} + (l o c_{i}^2 - l o c_{j}^2)$$

A tourist $a_m$ visits a spot $s_j$ to get a reward $r_{m}^{j}$, which varies based on the congestion of $s_j$. Every agent plans a route to visit and get the rewards. The aim of this task is to maximize the total reward $R$ within time budget constraints:

$$\text{max } R = \sum_{m}^{M} \sum_{n}^{N} r_{n}^{m} \cdot 1_{S}(r_{n}^{m}),$$

s.t. $1_{S}(r_{n}^{m}) := \begin{cases} 1 & \text{if } s_{n}^{m} \in S^{m}, \\ 0 & \text{if } s_{n}^{m} \notin S^{m}. \end{cases}$

$$S^{m} := (r_{n}^{m}, \cdots, r_{N}^{m}), \text{ where } s_{0}^{m} = s s_m, s_{N}^{m} = s e_m \in S$$

$$\{s_{n}^{m}\} \bigcap C_{S^{m}} \{s_{n}^{m}\} = \emptyset$$

$$r_{n}^{m} = g(\text{num}_n, c_n, r_{n, \min}^{m}, r_{n, \max}^{m})$$

$$t_{c}(l o c_{n, \text{start}}, l o c_{0}) + \sum_{k} t_{c}(l o c_{k}, l o c_{k+1}) + \sum_{k} t_{k} \leq T^{m}, s_{i}, s_{i+1} \in S^{m}$$

The equation Eqn. 1 ~ Eqn. 7 works as follows:

- Eqn.1 is the objective function, which is to maximize the total reward of all tourists.
- Eqn.2 indicates whether the tourist $a_m$ has visited the spot $s_j$.
- Eqn.3 to ensure that the tourist visits a subset of $S$.
- Eqn.4 to ensure that the tourist visits $ss_m$ at the first and visits $se_m$ at the last.
- Eqn.5 ensures that for each agent $a_m$, each spot can be visited at most once.


Table 1 The meanings of the symbols in Definition 1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{oc_n}$</td>
<td>the location of spot $s_n$</td>
</tr>
<tr>
<td>$tt_n$</td>
<td>the time that the tourist needs to spend on touring the spot $s_n$</td>
</tr>
<tr>
<td>$c_n$</td>
<td>the capacity of spot $s_n$</td>
</tr>
<tr>
<td>$num_n$</td>
<td>the number of tourists who is touring the spot $s_n$</td>
</tr>
<tr>
<td>$r_{max_n}$</td>
<td>the maximum reward for touring the spot $s_n$</td>
</tr>
<tr>
<td>$r_{min_n}$</td>
<td>the minimum reward for touring the spot $s_n$</td>
</tr>
<tr>
<td>$T_m$</td>
<td>the time budget of the tourist $a_m$</td>
</tr>
<tr>
<td>$loc_{start_m}$</td>
<td>the location of the tourist $a_m$ when he starts touring</td>
</tr>
<tr>
<td>$ss_m$</td>
<td>the spot the tourist $a_m$ must visit at the first</td>
</tr>
<tr>
<td>$se_m$</td>
<td>the spot the tourist $a_m$ must visit at the last</td>
</tr>
</tbody>
</table>

- Eqn.6 defines the general form of the reward of touring a spot $s_n$, which is based on the number of tourists, the capacity, the maximum reward and the minimum reward of spot $s_n$.
- Eqn.7 ensures that the total time cost of commuting and touring spots should not exceed the time budget of the tourist $a_m$.

3.2 Model Architecture

![Figure 4](image.png)

Figure 4 The architecture of MARLRR.

Algorithm 1: Overview of the proposed model

Data: tourist statistics of spots
Result: a well-trained route recommendation model

1. initialize env, qdn, replay_buffer;
2. observation, touristId = env.reset();
3. while i in range(episode) do
   4. while not done do
      5. action = dqn(observation);
      6. observation, touristId, reward, done = env.step(touristId, action);
      7. replay_buffer.add(observation, action, reward);
   8. end
9. end
10. qdn.train(replay_buffer);

In this section, we describe our proposed model and describe its use in programming a sub-optimal route for tourists given the statistics of spots. Our model can be roughly divided into two components: the value function approximator and the environment. The first module is a 3-layer feed-forward neural network, which learns how to generate an action according to the observation. The second module is a simulator of the real touring environment, which contains spots, tourists, constraints, and the rules of how the tourists get rewards. Figure 4 and Algorithm 1 show the overall architecture of our model. We learn the parameters of the value function approximator using the in-game reward feedback.

\[
\text{reward} = \max (r, r_{min}), \quad (8)
\]

\[
r = \begin{cases} 
    r_{max} \cdot \cos \left( \frac{num}{2c_n} - \pi \right), & 0 \leq num < 2c_n \\
    r_{min}, & 2c_n \leq num
\end{cases}
\]

The environment contains information on 72 spots in Kyoto, a randomly initialized group of tourists, and incentive strategies for tourists visiting the spots. We adopt Eqn.8 as the basic reward function, which goes like Figure 5. The basic assumption is that the more the number of tourists in the spot, the greater the expectation of congestion in the spot, and the rate at which the expectation of congestion will increase also increases as the number of tourists increases. The reward policy of our environment has been shown in Algorithm 2.

3.3 Real-time Statistics of the External Environment

The real-time statistics information of the external environment has been taken from [20], including geographic location, the number of tourists in spots at different time periods, and the score of spots at different time periods. The scores of spots are calculated from the average scores of photos uploaded by Flickr users, and the number of people at different spots in different time periods is counted by the number of Flickr users who posted photos at the...


Algorithm 2: Reward Policy

**Data:** tourist statistics of spots

**Result:** a list of rewards of every spot

1. initialize rewardList;
2. Input: tList, seSet, tId, action, p, q
3. reward = \max \left( \cos \left( \frac{\sum_{j} r_{ij}}{r_{ij}} \right), r_{ij} \right);
4. if action == wait then
5. reward = 0
6. else
7. if tList[tId].route == null then
8. if action == tList[tId].startSpot then
9. if reward > 0 then
10. reward = p*reward
11. else
12. reward = -|p*reward |
13. end
14. else
15. if action in tList[tId].route or action == tList[tId].startSpot then
16. reward = -|p*reward |
17. else
18. if action == tList[tId].endSpot then
19. if reward > 0 then
20. reward = q*reward
21. else
22. if action in seSet then
23. if reward > 0 then
24. reward = q*reward
25. end
26. end
27. end
28. end
29. end
30. end

spots. In some time periods, the number of photos posted by Flickr users in many spots is zero, so we exclude the data for these time periods. For the case where the number of people in the spot is 0, we adopt Laplace smoothing: add the minimum non-zero tourist number of people to all spots’ tourist numbers. We update the spot’s statistics after the tourists have performed a certain number of actions. Since we only obtained the available data in 7 time periods, we update the spot data cyclically.

4 Experiment and Result

4.1 Experiment Setting

We use the first set of external environment statistics to initialize 72 scenic spots, where the coordinate of the spots is the latitudes and longitudes, the \( r_{ij}^{\text{max}} \) of the spot is its rating at this time, \( r_{ij}^{\text{min}} \) is set to -1, and the capacity of the spot is set to 2 times of the number of people in the spot at this time. The time budget for each tourist is set to 3 seconds, and its speed is between 5 unit and 10 unit. The start spot and end spot are two randomly generated different spots. The randomly generated starting locations of all tourists satisfy the normal distribution whose average is the average of the horizontal and vertical coordinates of all scenic spots and variance is 1.

We also trained a baseline model MARLRR\textsubscript{static}, which shares the same settings with our proposed model MARLRR except for the observation and reward function of the baseline is based on static reward during training. On evaluation, we record both total static reward and dynamic reward of all the tourists.

4.2 Evaluation Metrics

We adopt total reward(\( TR \)), total static reward(\( TSR \)) and Gini coefficient(\( \text{gini} \)) to measure the performance of the proposed model, which is shown in Eqn. 9, Eqn. 10 and Eqn. 11, respectively.

\[
TR = \sum_{n} \sum_{m} r_{nm} \cdot 1_{\text{seq}} (s_{nm}),
\]

\[
TSR = \sum_{n} \sum_{m} r_{nm}^{\text{max}} \cdot 1_{\text{seq}} (s_{nm}),
\]

\[
\text{gini} = \frac{\sum_{k=1}^{M} \sum_{l=1}^{n} |r_{k} - r_{l}|}{2 \sum_{k=1}^{M} \sum_{l=1}^{n} r_{k}},
\]

where \( M \) is the number of tourists, and \( r \) is the reward of a certain tourist.

4.3 Result

Since the tourists are randomly generated, we ran our proposed model and baseline ten times to eliminate the uncertainty introduced by random. The results are shown in Table 2. The statistics of dynamic reward per tourist of MARLRR and MARLRR\textsubscript{static} is shown in Figure 6. We can find that MARLRR is able to not only get better total rewards for all tourists, but get more balanced reward for every tourist.

The statistics of static reward per tourist of MARLRR and MARLRR\textsubscript{static} is shown in Figure 7. Although our model achieves a lower total static reward, this is because of the congestion of the spots. If we force a tourist to visit more spots regardless of the crowd, we can indeed improve the total static reward, but this is meaningless, because it will inevitably reduce the total dynamic return.

The statistics of the number of visits to the spots are shown in Figure 8. We can find that MARLRR is able to significantly reduce the crowding of popular spots and disperse tourists to different attractions, better balancing the benefits of attractions.

The routes recommended by MARLRR are shown in Figure 9. Compared to MARLRR\textsubscript{static}, we can find that MARLRR is able to recommend more diverse routes to tourists.

5 Conclusion

In this paper, we introduced a novel congestion-aware touring
Table 2 Results of MARLRR and MARLRR\textsubscript{static}

<table>
<thead>
<tr>
<th></th>
<th>MARLRR</th>
<th>MARLRR\textsubscript{static}</th>
<th>MARLRR</th>
<th>MARLRR\textsubscript{static}</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR\textsuperscript{*}</td>
<td>gini</td>
<td>TR\textsuperscript{*}</td>
<td>gini</td>
<td>TR\textsuperscript{**}</td>
</tr>
<tr>
<td>1</td>
<td>5149.0</td>
<td>0.148</td>
<td>3553.6</td>
<td>0.291</td>
</tr>
<tr>
<td>2</td>
<td>5060.1</td>
<td>0.153</td>
<td>3402.9</td>
<td>0.279</td>
</tr>
<tr>
<td>3</td>
<td>5342.1</td>
<td>0.149</td>
<td>3351.7</td>
<td>0.287</td>
</tr>
<tr>
<td>4</td>
<td>5258.2</td>
<td>0.155</td>
<td>3574.5</td>
<td>0.250</td>
</tr>
<tr>
<td>5</td>
<td>5178.7</td>
<td>0.158</td>
<td>3412.1</td>
<td>0.278</td>
</tr>
<tr>
<td>6</td>
<td>5513.7</td>
<td>0.160</td>
<td>3239.9</td>
<td>0.271</td>
</tr>
<tr>
<td>7</td>
<td>5018.8</td>
<td>0.173</td>
<td>3514.5</td>
<td>0.275</td>
</tr>
<tr>
<td>8</td>
<td>5357.3</td>
<td>0.141</td>
<td>3312.7</td>
<td>0.286</td>
</tr>
<tr>
<td>9</td>
<td>5480.1</td>
<td>0.164</td>
<td>3293.9</td>
<td>0.290</td>
</tr>
<tr>
<td>10</td>
<td>5141.0</td>
<td>0.169</td>
<td>3707.8</td>
<td>0.253</td>
</tr>
<tr>
<td>avg</td>
<td>5252.9</td>
<td>0.157</td>
<td>3436.3</td>
<td>0.276</td>
</tr>
</tbody>
</table>

\textsuperscript{*} Total Reward
\textsuperscript{**} Total Static Reward

Figure 6 The Dynamic Reward (The left is the MARLRR\textsubscript{static}, the right is MARLRR).

Figure 7 The Static Reward (The left is MARLRR\textsubscript{static}, the right is MARLRR).

route recommendation task. We proposed an multi-agent reinforcement learning approach for solving the congestion-aware touring route recommendation task. We proposed a reward-congestion function according to a tourism economic model. We combined simulated environment with real-world statistics during training and testing, which improves the applicability of our proposed model. According to our experiment results, the proposed model can significantly improve the total dynamic rewards for all tourists, reduce the stress of popular spots, balance the number of visits to different spots and bring tourists more diverse recommendations.

Figure 8 The Statistics of Visits of Spots (The left is MARLRR\textsubscript{static}, the right is MARLRR).

Figure 9 The Visualization of Tourist Trajectories (The left is MARLRR\textsubscript{static}, the right is MARLRR).
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